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The Language Modeling Problem

» w; is theiOth word in a document

» Estimate a distributiomp(w;|wq, Wy, ... Wi 1) given previous
OhiStorymll, ey, Wi 1.

> E.g.,Wl,---;Wi! 1 —

Third, the notion Ogrammatical in EnglishO cannot be
identibed in any way with the notion Ohigh order of
statistical approximation to EnglishO. It is fair to assume
that neither sentence (1) nor (2) (nor indeed any part of
these sentences) has ever occurred in an English
discourse. Hence, Iin any statistical



Trigram Models

' Estimate a distributiomp(w;|wy, W,, ... W; 1) given previous
OhiStoryﬁll, o, W =

Third, the notion Ogrammatical in EnglishO cannot be identiPed in any way
with the notion Ohigh order of statistical approximation to EnglishO. It is fair

to assume that neither sentence (1) nor (2) (nor indeed any part of these
sentences) has ever occurred in an English discourse. Hence, in any statistical

' Trigram estimates:

glmodejwy, ... w; 1) = gy (modejw; > = any,w; 1 = statistica) +
5O (Mmodelw;, | = statistica) +
| 30172 (mMode)

|
where! ;! 0, .!;=1, qur(y|x) =

Count(x,y)
Count(x)




Trigram Models

gimodejwy,...wi_1) = !1guL (Mmodejw;,_, = any,w;_; = statistica) +
| ,gue (modejw;_, = statistical) +
| 3gvL (Mode)

' Makes use of only bigram, trigram, unigram estimates
' Many other OfeaturesOwf, ..., w;_; may be useful, e.qg.,:
OuL (mode Wi_, = any
OuL (mode w;_1 IS an adjective
(model | w;_; ends in Oica)O
L (model | author = Chomsky
(model | OmodelO does not occur somewheve, jn. . w;_1)
(model | OgrammaticalO occurs somewhengiin.. w;_;)




A Naive Approach

Q(mOdelwl, e W 1) =

mode]w;; ; ends in Oica)&-

modejauthor = Chomsky +

modeJOmodelO does not occur somewheve, jn. . W, 1) +
AoOuL (Mode]OgrammaticalO occurs somewhengqin. . wi 1)

(
(
(
AsQu (modejw;, ;1 is an adjective+
(
(
(

This quickly becomes very unwieldy...



A Second Example: Part-of-Speech Tagging

Probts soared at Boeing Co., easily topping forecasts on Wall Street,
as their CEO Alan Mulally announced Prst quarter results.

ProbtsN soaredV at/P BoeingN Co/N ,/, easilyADV toppingV
forecastsN on/P Wall/N StreetN ,/, asP theirrPOSS CEQN
Alar/N Mulally/N announced/ brstADJ quarterN resultsN ./.

N = Noun
V = Verb
P = Preposition

Adv = Adverb
Ad] = Adjective



A Second Example: Part-of-Speech Tagging

Hispaniold&\NP quicklyRB becamé&/B anDT importantJJ
basé?? from which Spain expanded its empire into the rest of the

Western Hemisphere .

¥ There are many possible tags in the posiftén
{NN, NNS, Vt, Vi, IN, DT, ..}

¥ The task: model the distribution
p(t, |t1, ceey, G, Wye ... Wn)

wheret; is theiOth tag in the sequenae, is theiOth word



A Second Example: Part-of-Speech Tagging

HispaniolaNNP quicklyRB becamévB an/DT important/JJ
base?? from which Spain expanded its empire into the rest of the
Western Hemisphere .

¥ The task: model the distribution

p(ti|te, ..., ta 1, W1 ... Wy)

wheret; is theiOth tag in the sequencw; is theiOth word

¥ Again: many OfeaturesO ©f, ..., t; 1, W1 ...w, may be relevant

gvr (NN w; = basg

oue (NN tiv 1 1S JJ)

ouvr (NN w; ends in 080

ovr (NN w; ends in Os§O
aue (NN Wi 1 is Oimportant)
ovL (NN Wi+t is Ofromd




Overview

' Log-linear models
' Parameter estimation in log-linear models

' Smoothing/regularization in log-linear models



The General Problem

» We have some input domain X
» Have a finite label set Y

» Aim is to provide a conditional probability p(y | )
for any x,y wherez! X, y! Y



Language Modeling

X is a Ohistory@s, Wo, . .. W 1, €.d.,

Third, the notion Ogrammatical in EnglishO cannot be identibed in any
way with the notion Ohigh order of statistical approximation to EnglishO.
It is fair to assume that neither sentence (1) nor (2) (nor indeed any

part of these sentences) has ever occurred in an English discourse.
Hence, in any statistical

'y is an Ooutcomew



Feature Vector Representations

' Aim Is to provide a conditional probabilpfy | x) for
Odecision@ given Ohistory$o

A feature is a functionf(x,y) ! R
(Often binary features or indicator functions

fe(x,y) I {0, 1}).

' Say we haven featuresf, fork=1...m
A feature vector f (x,y)! R™ for anyx,y



Language Modeling

X is a Ohistory@y, W,, . .. Wi 1, €.g.,
Third, the notion Ogrammatical in EnglishO cannot be identibPed in any
way with the notion Ohigh order of statistical approximation to EnglishO.
It is fair to assume that neither sentence (1) nor (2) (nor indeed any
part of these sentences) has ever occurred in an English discourse.
Hence, in any statistical

'y is an Ooutcome®
. Example features:

fl(X7y) = { (:Ij
f2(X1y) = { g-)
fB(X!y) = { (]')-

if y = model

otherwise

if y = model and w;, ; = statistical
otherwise

if y = model, wj, » = any, w;, ; = statistical
otherwise



3 1 if y = model w; >, = any
fa(x,y) = 0 otherwise
1 ify = model w; ; is an adjective
fs(X,y) = | 0 otherwise
1 ify = model w;, ; ends in Oical®
fe(X,y) = -0 otherwise
_ 1 if y = model author = Chomsky
fz(x,y) = | 0 otherwise
fax.y) = -1 if y = model OmodelO is not imy, ... Wi ;
8B\ Y) = 0 otherwise
fo(x.y) = -1 if y = model OgrammaticalO is w, ... Wi ;
o\ Y) = 0 otherwise



DebPning Features in Practice

' We had the following OtrigramO feature:

|
1 if y = model w;, » = any, w;, ; = statistical

fa(X,y) = 0 otherwise

' In practice, we would probably introduce one trigram feature
for every trigram seen in the training data: i.e., for all
trigrams(u, v, w) seen in training data, create a feature

!
1 1fy=w, wjpo=uU W=

Fnuvwy (X Y) = 0 otherwise

whereN (u, v, w) is a function that maps eadu, v, w)
trigram to a dl erent integer



The POS-Tagging Example

. Eachx is a OhistoryO of the forrty, to, ..., ti 1, W1 ... Wy, i"
' Eachy is a POS tag, such as NN, NNS, Vt, Vi, IN, DT, ...
' We havem featuresf(x,y) fork=1...m
For example:
!
f1(xy) = 1 if current wordw; Is base andy = Vt
16y = 0 otherwise
_ 1 if current wordw; ends ining andy = VBG
fa0,9) = 4

otherwise



The Full Set of Features in Ratnaparkhi, 1996

' Word/tag features for all word/tag pairs, e.g.,

!
1 if current wordw; is base andy = Vit

f100(X,y) = 0 otherwise

. Spelling features for all prebPxed/sxes of length 4, e.q.,

!
1 if current wordw; ends ining andy = VBG

fi01(X,y) = 0 otherwise

1 if current wordw; starts withpre andy = NN
O otherwise

f 102(h1 t)



The Full Set of Features in Ratnaparkhi, 1996

' Contextual Features, e.g.,
|

_ 1 if !ti! 2, T 1,y" = IDT, JJ, Vt"
f103(X,Y) - O otherwise
l
L i My g,y = 13, vt
fr0a(X,y) = 0O otherwise
!
1 iflyt = vt
fi0s(X,y) = O otherwise
|
flos(X,y) = 1 if previous wordv;, 1 = the andy = Vt
10616 Y) = 0 otherwise
1 if next wordwi,; = theandy = Vt
F107(X,y) = 0 otherwise



The Final Result

T

F(
F(

f(

We can come up with practically any questiofeafure$
regarding history/tag pairs.

For a given historx ! X, each label irY is mapped to a

di! erent feature vector

, V1)
,JJ)
, NN)
, IN)

1001011001001100110
0110010101011110010
0001111101001100100
0001011011000000010



Parameter Vectors

' Given feature$y(x,y) fork =1...m,
also debPne parameter vector v! R™

' Each(x,y) pair is then mapped to a OscoreO
|

vaf (x,y)=  Vife(x,y)
k



Language Modeling

X is a Ohistory@y, Ws, . .. W 1, €.9.,

Third, the notion Ogrammatical in EnglishO cannot be identibed in any
way with the notion Ohigh order of statistical approximation to EnglishO.
It is fair to assume that neither sentence (1) nor (2) (nor indeed any

part of these sentences) has ever occurred in an English discourse.
Hence, in any statistical

Each possiblg gets a di erent score:

v af (x,model) =5.6 vaf (x,the) =1 3.2
vaf (x,is)=1.5 vaf (x,0f ) =1.3

v af (x, models) =4.5



Log-Linear Models

We have some input domaiX, and a Pnite label se¥. Aim is
to provide a conditional probabilityp(y | x) for anyx ! X and
yl Y.

A feature is a functiorf : X" Y # R

(Often binary features or indicator functions

f : X" Y# {01}).

Say we haven featuresf, fork =1...m

$ A feature vectoff (x,y)! R™ foranyx! X andy! Y.

We also have parameter vector v! R™
We debPne

p(y | X;v) = 1



Why the name?

% 4 |
logp(y | x;v) = }/ifQ(_y%' log @y

Linear term 1 Y'Yy g

Normalization term




Overview

' Log-linear models
' Parameter estimation in log-linear models

' Smoothing/regularization in log-linear models



Maximum-Likelihood Estimation

' Maximum-likelihood estimates given training sample
(2D yD) fori=1...n, each (z(?,yD) e X xY:

vy = argmax,, gm L(v)
where
| n | | In L
L) = logp(y? |aP0)= waf(,y) -
1=1 1=1

| n

1=1



Calculating the Maximume-Likelihood Estimates

I Need to maximize:
| N

| N I

L(v) = val (x® yOyr - jog @@ My
i=1 i=1  yly
| Calculating gradients:
| n | n | (i) \"Yavd (x(Myh
) fr(x®,y®y ! yw FlX ’,y)e .
de - - iy evd (x(),z")
! n | N | v (x(”,y!)
L N, €
o fk(X(|),y(|)) | fk(X('),y) evéf (X(i),z!)
i=1 i=1y'1yY z'Y
In L In e e
= fe(x®,y") | F(x®,y)ply | x5 v)
L s & LYY $9% &

Empirical counts

Expected counts



Gradient Ascent Methods

' Need to maximizé (v) where

| n | | In N y -
dtlf/v) = f(xO,y0) f(xXPy)py [ xP;v)

i=1 i=1 y'ty

Initialization: v=20
Iterate until convergence:

' Calculatel = &
' Calculate! , =argmax, L(v+ !! ) (Line
Search)

LoSetv" v+ 1yl



Conjugate Gradient Methods

' (Vanilla) gradient ascent can be very slow

' Conjugate gradient methods require calculation of gradient at
each iteration, but do a line searchardirection which is a
function of the current gradient, and the previous step
taken.

' Conjugate gradient packages are widely available

In general: they require a function

| "
calc _gradient (v) ! L(Vv), dlaslv)

and thatOs about it!



Overview

' Log-linear models
' Parameter estimation in log-linear models

' Smoothing/regularization in log-linear models



Smoothing in Log-Linear Models

' Say we have a feature:

!
1 if current wordw; Is base andy = Vt

T100(X%,Y) = 5 otherwise

' |n training data,base is seen 3 times, witN't every time
. Maximum likelihood solution satisbes
f100(x", y1") = p(y | X85 v)f 100(x", y)
i i y

I p(Vt | x;v) =1 for any historyx() wherew; = base
I vigo " # at maximum-likelihood solution (most likely)
I p(Vt | x;v) =1 for any test data historx wherew = base



Regularization
' Modibed loss function

I n I n l I|m

L(v) =  va(x@,yd1  log  e¥E ) IEI V2

i=1 i=1 Y'Y k=1

' Calculating gradients:

dL (v L R L -
wl #g 0p =1 ylY 4 %
Empirical counts Expected counts

' Can run conjugate gradient methods as before

' Adds a penalty for large weights



Experiments with Regularization

' [Chen and Rosenfeld, 199&pply log-linear models to
language modelingzstimateq(w; | Wi 2, Wi 1)

' Unigram, bigram, trigram features, e.g.,
|
If trigram Is (the,dog,laughs)

fo(Wir 2, Wiy 1, W) = otherwise

If bigram is(dog,laughs)
otherwise

fo(Wir 2, Wir 1, W;)

If unigram is(laughs)
otherwise

Ok OFrr OFPF

fa(Wir 2, Wiy 1, W;)

0 ef (WII 21Wi! 11Wi)é/

Q(Wi | Wir 2, Wi 1) - gf (Wir 2,wiy 1,w)&
W



Experiments with Gaussian Priors

' In regular (unregularized) log-linear models, if all n-gram
features are included, then itOs equivalent to
maximum-likelihood estimates!

Count(wiy 2, Wi; 1, W;)
Count(wi, 2, Wi 1)

q(wi | Wiy 2, Wiy 1) =

' |Chen and Rosenfeld, 1998vith regularization, get very
good results. Performs as well as or better than standardly

used Odiscounting methodsO (see lecture 2).
! ,
' Downside: computing , € (Wit 2Wa 1W)& g5 S| OW,
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Part-of-Speech Tagging

Probts soared at Boeing Co., easily topping forecasts on Wall Street,
as their CEO Alan Mulally announced Prst quarter results.

ProbtsN soaredV at/P BoeingN Co/N ,/, easilyADV toppingV
forecastéN on/P Wall/N StreetN ,/, asP theirrPOSS CEQN
Alan/N Mulally/N announcedv brstADJ quartefN resultgsN ./.

N = Noun
V = Verb
P = Preposition

Adv = Adverb
Ad] = Adjective



Named Entity Recognition

Profits soared at Boeing Co., easily topping forecasts on
Wall Street, as their CEO Alan Mulally announced first quarter
results.

Profits soared at [Company Boeing Co.], easily
topping forecasts on [Location Wall Street], as their CEO [Person
Alan Mulally] announced first quarter results.



Named Entity Extraction as Tagging

Probts soared at Boeing Co., easily topping forecasts on Wall Street,
as their CEO Alan Mulally announced Prst quarter results.

ProbtsNA soaredNA at/NA BoeingSC Co/CC ,/NA easilyNA
toppingNA forecastdNA on/NA Wall/'SL StreetCL ,/NA asNA
theiryNA CEQNA Alan/SP Mulally/CP announced\A PrstNA
guarterNA resultsNA ./NA

NA = No entity

SC = Start Company

CC = Continue Company
SL = Start Location

CL = Continue Location



Our Goal

Training set:

1 PierrdNNP VinkenNNP ,/, 61/CD yearsNNS old/JJ ,/, will/MD
join/VB the/DT boardNN asIN a/DT nonexecutivel]J directorNN
Nov/NNP 29/CD ./.

2 Mr./NNP VinkenNNP 1s/'VBZ chairmariNN of/IN ElsevieiNNP
N.V./NNP ,/, the/DT Dutch/NNP publishingVBG groupNN ./.

3 RudolphNNP AgnewNNP ,/, 55CD yearsNNS old/JJ andCC
chairmanNN of/IN ConsolidatedNNP GoldNNP FieldSNNP PLC/NNP
J/, wasVBD namedVBN a/DT nonexecutivélJ directorNN of/IN
this/DT British/JJ industrialJJ conglomeraté\N ./.

38,219 1t/PRP 1s/VBZ alsdRB pullingVBG 20/CD peopléNNS out/IN
of/IN PuertdNNP RicdNNP ,/, whadWP wereVBD helpingVBG
HuricanéNNP HugdNNP victimgNNS ,/, andCC sendingVBG
them/PRP to/TO SanNNP FranciscoNNP insteadRB ./.

' From the training set, induce a function/algorithm that maps new
sentences to their tag sequences.



Overview

' Recap: The Tagging Problem

' Log-linear taggers



Log-Linear Models for Tagging

> We have an input sentencsi;.,; = Wi, W
(w; is theiOth word in the sentence)



Log-Linear Models for Tagging

> We have an input sentencey;.,) = wy, ws, ..., Wy,
(w; is the iOth word in the sentence)

> We have a tag sequenag,.,; = t1,12,...,t,
(t; is the iOth tag in the sentence)



Log-Linear Models for Tagging

' We have an input sentence Wp.,) = W1, Wa, ..., Wy
(w; is the i'th word in the sentence)

' We have a tag sequence t[1.,) = t1,t2,..., 1,
(t; is the i'th tag in the sentence)

' We'll use an log-linear model to define

p(t11 t21 e 1tn’W1; W21 e ,Wn)

for any sentence wiy.,,) and tag sequence t1.,,) of the same length.
(Note: contrast with HMM that defines p(ty...t,,wy...wWy,))



Log-Linear Models for Tagging
' We have an input sentencey;.nj = wi, w2, ..., Wwn

(wi is the iOth word in the sentence)

' We have a tag sequenag.n; = t1,%2,...,%n
(¢ is the iOth tag in the sentence)

' WeOll use an log-linear model to debne

p(t1,to, ... thlwy, wo, ..., wn)

for any sentenceuy;.n; and tag sequencég;.,; of the same length.
(Note: contrast with HMM that debne$(t1...th, w1 ...wp))

' Then the most likely tag sequence faij;.y; IS

t![lzn] = argmaxtu:n]p(t[l:n]lw[l:n])



How to modep(tyj|Wiiny)?

A Trigram Log-Linear Tagger:

| .
p(t[l:n]‘w[l:n]) = jn:]_ p(tj | Wi...Wq,t1.. .tj _1) Chain rule



How to modep(tyny|Wiing)?

A Trigram Log-Linear Tagger:
! .
p(t[l;n]|w[1;n]) = jn:]_ p(tj | Wi...Wq,11.. .tj! 1) Chalin rule

!
— anl p(tj | Wl! .o Wn; | ! 21 ' 1)
Independence assumptions

» We tak6to =1 1=



How to model p(tp1:1|wiing)?

A Trigram Log-Linear Tagger:
! .
p(t[l;n]|w[1;n]) — jn:1 p(tj | W1 ...Wn,11 .. .tj _1) Chalin rule

!
- jn:1 p(tj | wl?"'7wn7tj —27tj —1)
Independence assumptions
» We taketg=t_1=*

» Independence assumption: each tag only depends on previous
two tags

p(tj |w17"'7wn7t17"'7tj—1) = p(tj |w17"'7wn7tj—27tj—1)



An Example

Hispaniold&\NNP quicklyRB becamé&/B anDT importantJJ
basé?? from which Spain expanded its empire into the rest of the

Western Hemisphere .

e There are many possible tags in the posifrén
Y = {NN, NNS, Vt, Vi, IN, DT, ...}



Representation: Histories

A history is a 4-tuplely 5, ty 1, Wygny, 1 L
' t, 5,1, 1 are the previous two tags.

' Wiy are then words in the input sentence.
1 1s the index of the word being tagged
1 X Is the set of all possible histories

Hispaniold&\\NP quicklyRB becamé&/B anDT importantJJ
basé?? from which Spain expanded its empire into the rest of the
Western Hemisphere .

' tio,th 1= DT, JJ
' Wp.np = [Hispaniola, quickly, became, ..., Hemisphere,[]
1 =6



Recap: Feature Vector Representations in Log-Linear
Models

' We have some input domaXy, and a Pnite label sef. Aim
IS to provide a conditional probabilipfy | x) for anyx ! X
andy! Y.

' Afeature is a functionf : X" Y # R
(Often binary features or indicator functions
f. X" Y# {01}).

| Say we haven featuresf, fork=1...m
$ Afeature vector f(x,y)! R™ foranyx! X andy! Y.



An Example (continued)

' X Is the set of all possible histories of foftmy, t; 1, Wyi-np, I
Y = {NN, NNS, Vt, Vi, IN, DT, ..}
' We havem featuresf, : X #Y $ Rfork=1...m

For example:
!
f(h1) = 1 if current wordw; is base andt = Vt
o= - 0 otherwise
fo(h 1) = 1 if current wordw; ends ining andt = VBG
AT 0 otherwise
fa( Vi) =1

fo( , Vi) =0



The Full Set of Features|(fRatnaparkhi, 96)]

' Word/tag features for all word/tag pairs, e.g.,

|
1 if current wordw; Is base andt = Vt

T1o0(h, 1) = 0 otherwise

. Spelling features for all prebPxed/sxes of length 4, e.q.,

|
If current wordw; ends ining andt = VBG

3 1
Fa0u(N 1) = 0 otherwise
|
floo(h 1) = 1 if current wordw; starts withpre andt = NN
102055~ 0 otherwise



The Full Set of Features|(fRatnaparkhi, 96)]

' Contextual Features, e.g.,
|

B 1 iflt_, t_4,t"=1DT, JJ, Vt"
F10s(h, 1) = 0 otherwise
l
1 if g, tt =13, vt
F104(h, 1) = 0 otherwise
l
1 if it = vt
F10s(h, 1) = 0 otherwise
|
fos(h 1) = 1 if previous wordv;_; = the andt = Vt
106415 5~ - 0 otherwise
fo(hit) = 1 if next wordw,,; = the andt = Vt
WA~ 0 otherwise



Log-Linear Models

' We have some input doma¥, and a Pnite label sef. Aim
IS to provide a conditional probabilipfy | x) for anyx ! X
andy! Y.

A feature is a functioh : X " Y # R
(Often binary features or indicator functions
f . X" Y# {01}).

. Say we haven featuresfy fork=1...m
$ A feature vectoff (x,y)! R™ foranyx! X andy! Y.

' We also have parameter vector v! R™

' We debPne avéd (xy)
v) = |

1y €7E0D




Training the Log-Linear Model

' To train a log-linear model, we need a training &t y;) for
| =1...n. Then search for

! )
" *
| . $ A$ %
V= argmax\,; log p(y;|Xi; V) ! > Vi, %
- +

% & ( %&_(

Log" Likelihood Regularizer

(see last lecture on log-linear models)

' Training set is simply all history/tag pairs seen in the training
data



The Viterbi Algorithm

Problem: for an inputv, ...w,, bnd

argtrlr]?xp(tl ooty wplowg)

We assume thap takes the form

N

P(te...th [ Wy W) = a(tiltiv 2, tiv 1, Wiy, 1)
i=1

(In our caseq(ti|tii 2, ti1 1, Wpi-ny, 1) IS the estimate from a
log-linear model.)




The Viterbi Algorithm

' DebPnen to be the length of the sentence

' DebPne
! k

r(ty...t) = a(tiltiv 2, tir 1, Wizengs 1)

. DebPne a dynamic programming table

l (k,u,v) = maximum probability of a tag sequence ending
In tagsu, v at positionk

that Is,

L(k,u,v)= max r(ty...tq 2,U,V)

T1,....Lk1 o#



A Recursive Debnition

Base case:
1 (0,*,*)=1

Recursive debnition:
For anyk! {1...n}, foranyu! Sy 1 andv! Sg:

V(k,u,v) = max ! (k" 1,t,u)# q(ult,u, wn, k)
t" Sk o [L:n]

whereS, Is the set of possible tags at positibn



The Viterbi Algorithm withBackpointers

tag-trigramt, u,v, for anyi ! {1...n}
Initialization: Set! (0,*,*)=1.
Algorithm:

' Fork=1...n,

- Foru! Sy ¢, Vv! S,

L(kouv) = max H(k" 1t u) # VIt U, Wigng, k)

k! 2 I "

bp(k,u,v) = arg max (k" 1,tu)# VIt U Wiy, K)
k! 2

' Set(th 1,th) =argmax ) ! (n,u,v)
' Fork=(n" 2)...1, tx = bpk +2,tks1,tk+2)

| Return the tag sequence; .. .t,

Input: a sentencew; ...wy, log-linear model that provides|(v|t, u, w.n3,1) for any




FAQ Segmentation: McCallum et. al

' McCallum et. al compared HMM and log-linear taggers on a
FAQ Segmentatiomask

' Main point: in an HMM, modeling
p(word|tag)

IS di cult in this domain



FAQ Segmentation: McCallum et. al

<head>X-NNTP-POSTER: NewsHound v1.33

<head>

<head>Archive name: acorn/fag/part2

<head>Frequency: monthly

<head>

<question>2.6) What configuration of serial cable should | use

<answer>
<answer> Here follows a diagram of the necessary connections
<answer>programs to work properly. They are as far as | know t
<answer>agreed upon by commercial comms software developers fo
<answer>
<answer> Pins 1, 4, and 8 must be connected together inside
<answer>is to avoid the well known serial port chip bugs. The



FAQ Segmentation: Line Features

begins-with-number
begins-with-ordinal
begins-with-punctuation
begins-with-question-word
begins-with-subject

blank

contains-alphanum
contains-bracketed-number
contains-http
contains-non-space
contains-number
contains-pipe
contains-question-mark
ends-with-question-mark
first-alpha-is-capitalized
Indented-1-to-4



FAQ Segmentation: The Log-Linear Tagger

<head>X-NNTP-POSTER: NewsHound v1.33
<head>
<head>Archive name: acorn/fag/part2
<head>Frequency: monthly
<head>
<question>2.6) What configuration of serial cable should | use

Here follows a diagram of the necessary connections

| Otag=question;prev=head;begins-with-numberO
Otag=question;prev=head;contains-alphanumO
Otag=question;prev=head;contains-nonspaceO
Otag=question;prev=head;contains-numberO
Otag=question;prev=head;prev-is-blankO



FAQ Segmentation: An HMM Tagger

<question>2.6) What configuration of serial cable should | use

' First solution forp(word | tag):

p(O2.6) What conbguration of serial cable should | pga€stion =
e( 2.6) | question x

e(W hat | question x

e(configuration | question x

e(of | question x

e(serial | question x

' l.e. have danguage model for eachtag



FAQ Segmentation: McCallum et. al

' Second solution: brst map each sentence to string of features:

<guestion>2.6) What configuration of serial cable should I use

<question>begins-with-number contains-alphanum contains-nonspace
contains-number prev-is-blank

I Use a language model again:

p(02.6) What conbguration of serial cable should | hge€stion =
e(begins-with-numbdrquestion”
e(contains-alphanurhquestion”
e(contains-nonspadequestion”
e(contains-numbef question”

(

e(prev-is-blank question”




FAQ Segmentation: Results

Method Precision| Recall
ME-Stateless 0.038 0.362
TokenHMM | 0.276 0.140
FeatureHMM| 0.413 0.529
MEMM 0.867 0.681
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FAQ Segmentation: Results

Method Precision| Recall
ME-Stateless 0.038 0.362
TokenHMM | 0.276 0.140
FeatureHMM| 0.413 0.529
MEMM 0.867 0.681

' Precision and recall results are for recovering segments

' ME-stateless Is a log-linear model that treats every sentence
seperately (no dependence between adjacent tags)

' TokenHMM is an HMM with Prst solution weOve just seen
' FeatureHMM is an HMM with second solution weOve just seen

' MEMM is a log-linear trigram tagger (MEMM stands for
OMaximum-Entropy Markov ModelO)



Summary

' Key ideas In log-linear taggers:
' Decompose
!I‘I
p(te...thlwe...wn) = p(tiftir 2,tiv 1, W1...Wn)
i=1
- Estimate
p(ti|tir 2, tir 1, W1 ... Wp)
using a log-linear model
' For a test sentencevy ...wp,, use the Viterbi algorithm to
Pnd " #

!n
argtT_f}X p(tiltir 2, tir 1, W1 ... Wp)
1=
. Key advantage over HMM tagger@exibility in the features
they can use



