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Explosion of Pre-trained LMs

(This is only by Sep 2019!)



Recall:	Masked	Language	Modeling
‣ How	to	prevent	cheaAng?	Next	word	predicAon	fundamentally	doesn't	
work	for	bidirecAonal	models,	instead	do	masked	language	modeling

John								visited						[MASK]					yesterday

Madagascar‣ BERT	formula:	take	a	chunk	of	
text,	predict	15%	of	the	tokens

‣ For	80%	(of	the	15%),	
replace	the	input	token	
with	[MASK]

Devlin	et	al.	(2019)

‣ For	10%,	replace	w/random
‣ For	10%,	keep	same	(why?)

John								visited									of												yesterday

John								visited		Madagascar	yesterday



Recall:	What	can	BERT	do?

Devlin	et	al.	(2019)

‣ CLS	token	is	used	to	provide	classificaAon	decisions

‣ BERT	can	also	do	tagging	by	predicAng	tags	at	each	word	piece
‣ Sentence	pair	tasks	(entailment):	feed	both	sentences	into	BERT



OpenAI GPT/GPT2

‣ GPT2: trained on 40GB of text 
collected from upvoted links 
from reddit

‣ 1.5B parameters — by far the 
largest of these models trained 
as of March 2019

Radford et al. (2019)

‣ “ELMo with transformers” (works be9er than ELMo)

‣ Train a single unidirecXonal transformer LM on long contexts

‣ Because it's a language model, we can generate from it



OpenAI GPT2

slide credit: 
OpenAI



BART/T5



BART

Lewis	et	al.	(2019)

‣ Sequence-to-sequence	BERT	
variant:	permute/make/delete	
tokens,	then	predict	full	
sequence	autoregressively

‣What	to	do	for	seq2seq	tasks?

‣ BERT	is	good	for	“analysis”	tasks,	GPT	is	a	good	language	model

‣ Uses	the	transformer	encoder-
decoder	we	discussed	for	MT	
(decoder	a8ends	to	encoder)



BERT	vs.	BART

Lewis	et	al.	(2019)

‣ BERT:	only	parameters	are	an	
encoder,	trained	with	masked	
language	modeling	objecAve

‣ BART:	both	an	encoder	and	a	
decoder

B D

A			_			C			_		E
‣ No	way	to	do	translaAon	or	
lei-to-right	language	
modeling	tasks

‣ Typically	used	for	enc-dec	tasks	
but	also	can	use	either	for	analysis



BART

Lewis	et	al.	(2019)

Infilling	is	longer	
spans	than	masking



BART

Lewis	et	al.	(2019)

‣ Final	system:	combinaAon	of	infilling	and	sentence	permutaAon

‣ Infilling	is	all-around	a	bit	be8er	than	masking	or	deleAon



BART

Lewis	et	al.	(2019)

‣ Results	on	GLUE	not	be8er	than	RoBERTa



BART	for	SummarizaAon

Lewis	et	al.	(2019)

‣ Good	results	on	dialogue,	summarizaAon	tasks.	Will	discuss	more	
when	we	get	to	these	problems



T5

Raffel	et	al.	(2019)

‣ Frame	many	problems	as	sequence-to-sequence	ones:



T5

Raffel	et	al.	(2019)

‣ Pre-training:	similar	denoising	scheme	to	BART



T5

‣We	sAll	haven't	hit	the	limit	of	bigger	data	being	useful	for	pre-
training:	here	we	see	stronger	MT	results	from	the	biggest	data

‣ Colossal	Cleaned	Common	Crawl:	750	GB	of	text

Raffel	et	al.	(2019)



GPT-3



OpenAI GPT/GPT2

‣ GPT2: trained on 40GB of text 
collected from upvoted links 
from reddit

‣ 1.5B parameters — by far the 
largest of these models trained 
as of March 2019

Radford et al. (2019)

‣ “ELMo with transformers” (works be9er than ELMo)

‣ Train a single unidirecXonal transformer LM on long contexts

‣ Because it's a language model, we can generate from it



OpenAI GPT2

slide credit: 
OpenAI



GPT-3

‣ QuesAon:	what	are	the	scaling	limits	of	large	language	models?

‣ NVIDIA:	trained	8.3B	
parameter	GPT	model	(5.6x	
the	size	of	GPT-2),	showed	
lower	perplexity	from	this

‣ Didn’t	catch	on	and	wasn't	
used	for	much



Scaling	Laws

Kaplan	et	al.	(2020)

‣ Each	model	is	a	different-sized	LM	(GPT-style)

‣With	more	compute,	larger	models	get	
further	down	the	loss	“fronAer”

‣ Building	a	bigger	model	(increasing	compute)	
will	decrease	test	loss!



Scaling	Laws

Kaplan	et	al.	(2020)

‣ These	scaling	laws	suggest	how	to	set	model	size,	dataset	size,	and	
training	Ame	for	big	datasets



GPT-3

Brown	et	al.	(2020)

‣ GPT-2	but	even	larger:	1.3B	->	175B	parameter	models

‣ 175B	parameter	model’s	parameters	alone	take	>400GB	to	store	(4	
bytes	per	param).	Trained	in	parallel	on	a	“high	bandwidth	cluster	
provided	by	Microsoi”

‣ Trained	on	570GB	of	Common	Crawl



Pre-training Cost
‣ Trained on Microso[ Azure, esXmated to cost ~$5-10M (1000x BERT-large)

1 petaflop/s-day is equivalent to 8 V100 GPUs at full efficiency of a day
Brown et al. (2020)



GPT-3

Brown	et	al.	(2020)

‣ This	is	the	“normal	way”	
of	doing	learning	in	
models	like	GPT-2



GPT-3:	Few-shot	Learning

Brown	et	al.	(2020)Examples: https://docs.google.com/document/d/1d1px4lbT9SQH-ONwf8kwBAyq6BuFcGO6c_4RjZif8zE/edit

https://docs.google.com/document/d/1d1px4lbT9SQH-ONwf8kwBAyq6BuFcGO6c_4RjZif8zE/edit


GPT-3

Brown	et	al.	(2020)

‣ Key	observa1on:	
few-shot	learning	
only	works	with	
the	very	largest	
models!

Examples: https://docs.google.com/document/d/1d1px4lbT9SQH-ONwf8kwBAyq6BuFcGO6c_4RjZif8zE/edit

https://docs.google.com/document/d/1d1px4lbT9SQH-ONwf8kwBAyq6BuFcGO6c_4RjZif8zE/edit


GPT-3

Brown	et	al.	(2020)

‣ SomeAmes	very	impressive,	(MulARC,	ReCoRD),	someAmes	very	bad

‣ Results	on	other	datasets	are	equally	mixed	—	but	sAll	strong	for	a	

few-shot	model!



Pre-Training	Cost	(with	Google/AWS)

hOps://syncedreview.com/2019/06/27/the-staggering-cost-of-training-sota-ai-models/

‣ XLNet	(BERT	variant):	$30,000	—	$60,000	(unclear)

‣ Grover-MEGA:	$25,000

‣ BERT:	Base	$500,	Large	$7000

‣ This	is	for	a	single	pre-training	run…developing	new	pre-training	
techniques	may	require	many	runs

‣ Fine-tuning	these	models	can	typically	be	done	with	a	single	GPU	(but	

may	take	1-3	days	for	medium-sized	datasets)



Pre-Training	Cost	(with	Google/AWS)

hOps://lambdalabs.com/blog/demysHfying-gpt-3/

‣ GPT-3:	esAmated	to	be	$4.6M.	This	cost	has	a	large	carbon	footprint

‣ Carbon	footprint:	equivalent	to	driving	700,000	km	by	car	(source:	

Anthropocene	magazine)

‣ (Counterpoints:	GPT-3	isn’t	trained	frequently,	equivalent	to	100	
people	traveling	7000	km	for	a	conference,	can	use	renewables)

‣ BERT-Base	pre-training:	carbon	emissions	roughly	on	the	same	order	as	a	

single	passenger	on	a	flight	from	NY	to	San	Francisco

hOps://www.technologyreview.com/2019/06/06/239031/training-a-single-
ai-model-can-emit-as-much-carbon-as-five-cars-in-their-lifeHmes/

Strubell	et	al.	(2019)



Pre-Training Cost (with Google/AWS)
‣ Pre-train or Annotate?  (Domain adaptaXon)

Bai et al. (2021)



Prompt	Engineering

Schick	and	Schutze	et	al.	(2020)

Use	these	models	to	“vote”	on	labels	for	unlabeled	data

Repeat:

Fine-tune	LMs	on	iniHal	small	dataset	(note:	uses	smaller	LMs	than	GPT-3)

Retrain	each	prompt	model	on	this	dataset

paOerns
“verbalizer”	of	labels



New Models from 2022/2023



InstrucXon Tuning

Chung et al. (2022)



InstrucXon Tuning
‣ Early ideas from UnifiedQA (Khashabi et al. 2020) and Meta-tuning  

(Zhong et al. 2021)



Unified QA

Khashabi et al. (2020)



Meta-Tuning

Zhong et al. (2021)

‣  Turn binary classificaXon tasks into a “Yes"/“No" QA format



Natural Language Prompts

Sanh et al. (2022)

‣ Some examples from T0 paper:



T0

Sanh et al. (2022)

‣ Extended from  
LM-adapted T5  
model  
(Lester et al. 2021)

‣ “InstrucXon Tuning” —  
using exisXng  
labeled training  
datasets from  
many tasks +  
crowdsourced prompts



 Flan
‣ Pre-train, then fine-tune on a bunch of tasks, generalize to unseen tasks

Chung et al. (2022)

‣ Scaling the number of tasks, models size (Flan-T5, Flan-Palm), and fine-
tuning on chain-of-thought data



 Flan

Chung et al. (2022)



 Flan

Chung et al. (2022)

‣ Fine-tuned on 473 
datasets, 1836 
tasks.

‣ Some datasets 
support mulXple 
tasks

‣ E.g. SQuAD can be 
used for QA or 
quesXon generaXon.



 Flan

Chung et al. (2022)

‣ InstrucXon fine-tuning can be done on various models (PaLM, T5, etc.)

‣ Flan-T5 models publicly available



PALM

‣ 540 billion parameter model created by Google (not publicly available)

‣ Trained on 780 billion tokens, 6144 TPU v4 chips using Pathways to work 
across mulXple TPU Pods).

Chowdhery et al. (2022)



PALM

Chowdhery et al. (2022)



PALM

Chowdhery et al. (2022)



PALM

Chowdhery et al. (2022)



GPT Model EvoluXon
July 2020

July 2022

July 2021
March 2021

Nov 2022

Image Credit: Yao Fu 
 h9ps://yaofu.noXon.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-AbiliXes-of-Language-Models-to-their-Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1

https://yaofu.notion.site/How-does-GPT-Obtain-its-Ability-Tracing-Emergent-Abilities-of-Language-Models-to-their-Sources-b9a57ac0fcf74f30a1ab9e3e36fa1dc1


InstructGPT
‣ InstrucXon tuning — also see Google’s T0 and Flan

Source: https://openai.com/research/instruction-following



InstructGPT

Source: https://openai.com/research/instruction-following



InstructGPT
‣  reinforcement learning from human feedback (RLHF) - uses human 

preferences as a reward signal to fine-tune models

Ouyang et al. (2022)



InstructGPT
‣ Significant proporXon of users’ prompts are generaXon tasks.

Ouyang et al. (2022)



Open-source Efforts



OPT: Open Pre-trained Transformer LMs

Zhang et al. (2022)

‣ OPT (125M-66B-175B), to roughly 
matches GPT-3, with parameters 
are shared with the research 
community

‣ GPT-3 models only released via API access.

‣ Doesn’t support reproducible 
experiments.

‣ PALM not generally available outside 
Google



OPT: Open Pre-trained Transformer LMs

Zhang et al. (2022)

‣ Includes 114 page logbook for training 175B model, interesXng read



Bloom
‣ A BigScience iniXaXve, open-access, 176B parameter (GPT-2 architecture) 
‣ 59 languages (46 natural language + 13 programming language) 
‣ 1.6TB of pre-processed text

https://huggingface.co/bigscience/bloom



LLaMA
‣ Released by Meta AI on Feb 27, 2023 
‣ Weights of all models are publicly available (non-commercial license)



LLaMA
‣ Trained only on publicly available data: 
‣ English CommonCrawl 
‣ C4 (another CommonCrawl dataset)  
‣ GitHub (from Google BigQuery) 
‣ Wikipedia of 20 languages, 
‣ Gutenberg and Books3 (from ThePile)  
‣ ArXiv (latex files) 
‣ StackExchange.  

‣ Split all numbers into individual digits, and fall back to 
bytes for unknown UTF-8 characters



LLaMA
‣ Transformer variaXons that have been used in different LLMs (e.g., PaLM)

Xiong et al. (2020) 

‣ Pre-normalizaXon Transformer (b)  
to have be9er-behaved gradients  
at iniXalizaXon than in the  
original Transformer (a)



LLaMA
‣ Transformer variaXons that have been used in different LLMs

Zhang and Sennrich (2019) 

‣ RMSNorm (a) instead of standard LayerNorm (b)

(a) (b)

mean

variance

root mean square



LLaMA

Shazeer (2020) 

‣ SwiGLU acXvaXon funcXon — combines Swish and Gated Linear Unit (GLU)

‣ Transformer variaXons that have been used in different LLMs

https://medium.com/@tariqanwarph/activation-function-and-glu-variants-for-transformer-models-a4fcbe85323f



LLaMA
‣ Transformer variaXons that have been used in different LLMs

Su et al. (2021) 

‣ Rotary PosiXonal Embeddings (RoPE)

Transformers

Vaswani	et	al.	(2017)

the		movie		was			great

‣ Augment	word	embedding	with	posi=on	embeddings,	
each	dim	is	a	sine/cosine	wave	of	a	different	
frequency.	Closer	points	=	higher	dot	products

‣Works	essen=ally	as	well	as	just	encoding	posi=on	as	
a	one-hot	vector

the		movie		was			great

em
b(
1)

em
b(
2)

em
b(
3)

em
b(
4)



LLaMA
‣ LLaMA-13B matches or outperforms OPT and (old) GPT-3 for zero-shot 

and few-shot performance



Alpaca

‣ Fine-tuned Meta’s LLaMA-7B on 52k instrucXon-following demonstrated 
generated (Self-Instruct) using GPT-3.5 (text-davinci-003) for $500. 

Taori et al. (2022) 

‣ Released by Stanford on March 13, 2023



Self-Instruct
‣ Address the labor-intense process for creaXng human-wri9en instrucXons

Wang et al. (2022) 



Self-Instruct
‣ Using mulXple prompXng templates to (a) generate the instrucXon,  

(b) classifying whether an instrucXon represents a classificaXon task or not,  
(c) generaXng non-classificaXon or classificaXon instances

Wang et al. (2022) 



Self-Instruct

Wang et al. (2022) 



Self-Instruct

Wang et al. (2022) 



Takeaways
‣ New and acXvely developing situaXon. A lot is going on … 


