
Lecture 14: Reading Comprehension

Alan Ritter
(many slides from Greg Durrett)
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Classical Question Answering

Q: “where was Barack Obama born”

‣ Form semantic representation from semantic parsing, execute against 
structured knowledge base

λx. type(x, Location) ∧ born_in(Barack_Obama, x)

(other representations like SQL possible too…)

‣ How to deal with open-domain data/relations? Need data to learn how 
to ground every predicate or need to be able to produce predicates in a 
zero-shot way
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QA from Open IE

Choi et al. (2015)
‣ Why use the KB at all? Why not answer questions directly from text? 

Like information retrieval!
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What can’t KB QA systems do?

‣ What were the main causes of World War II? — requires summarization

‣ Can you get the flu from a flu shot? — want IR to provide an 
explanation of the answer

‣ What temperature should I cook chicken to? — could be written 
down in a KB but probably isn’t

‣ Today: can we do QA when it requires retrieving the answer from 
a passage?
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Reading Comprehension
‣ “AI challenge problem”: 

answer question given 
context

Richardson (2013)

‣ MCTest (2013): 500 
passages, 4 questions 
per passage

‣ Two questions per 
passage explicitly require 
cross-sentence reasoning

‣ Recognizing Textual 
Entailment (2006)
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Baselines
‣ N-gram matching: append 

question + each answer, 
return answer which gives 
highest n-gram overlap 
with a sentence

‣ Parsing: find direct object 
of “pulled” in the 
document where the 
subject is James

‣ Don’t need any complex semantic representations
Richardson (2013)
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Reading Comprehension

Richardson (2013)

‣ Classic textual entailment systems don’t work as well as n-grams

‣ Scores are low partially due to questions spanning multiple sentences

‣ Unfortunately not much data to train better methods on (2000 questions)

ngram sliding 
window



MCTest State of the Art

Sachan and Xing (2016)

‣ Match an AMR (abstract 
meaning representation) of 
the question against the 
original text

‣ 70% accuracy (roughly 10% 
better than baseline)
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Dataset Explosion

‣ 10+ QA datasets released since 2015

‣ Question answering: questions are in natural language

‣ “Cloze” task: word (often an entity) is removed from a sentence

‣ Answers: multiple choice or require picking from the passage

‣ Require human annotation

‣ Answers: multiple choice, pick from passage, or pick from vocabulary

‣ Can be created automatically from things that aren’t questions

‣ Children’s Book Test, CNN/Daily Mail, SQuAD, TriviaQA are most well-
known (others: SearchQA, MS Marco, RACE, WikiHop, …)
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Dataset Properties

‣ Often shallow methods work well because most answers are in a 
single sentence (SQuAD, MCTest)

‣ Some explicitly require linking between multiple sentences (MCTest)

‣ Axis 1: QA vs. cloze

‣ Axis 2: single-sentence vs. passage

‣ Axis 3: single-document (datasets in this lecture) vs. multi-document 
(TriviaQA, WikiHop, HotPotQA, …)
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Children’s Book Test

Hill et al. (2015)

‣ Children’s Book Test: take a section of a children’s story, block out an 
entity and predict it (one-doc multi-sentence cloze task)

????
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LSTM Language Models

Hill et al. (2015)

????

‣ Predict next word with LSTM LM

She thought that

…

????thought that
‣ Context: either just the current 

sentence (query) or the whole 
document up to this point 
(query+context)



LAMBADA

Paperno	et	al.	(2016)

‣ GPT/BERT	can	in	general	do	very	well	at	cloze	tasks	because	this	
is	what	they’re	trained	to	do

‣ Hard	to	come	up	with	plausible	alterna<ves:	“cooking”,	
“drawing”,	“soccer”,	etc.	don’t	work	in	the	above	context



SWAG

Zellers	et	al.	(2018)

‣ Dataset	was	constructed	to	
be	difficult	for	ELMo

‣ BERT	subsequently	got	20+%	
accuracy	improvements	and	
achieved	human-level	
performance

‣ Problem:	distractors	too	easy

‣ Let’s	look	at	architectures	for	retrieval	from	a	passage
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Memory Networks
‣ Memory networks let you reference input with attention

‣ Encode input items into two vectors: a key and a value

Memory layer

q

ok1
v1

k2
v2

k3
v3

ei = q · ki

↵ = softmax(e)

o =
X

i

↵ivi

‣ Keys compute attention weights given a query, weighted sum of values 
gives the output

Sukhbaatar et al. (2015)
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Memory Networks

‣ Three layers of memory network where the 
query representation is updated additively 
based on the memories at each step

Sukhbaatar et al. (2015)

‣ How to encode the sentences?

‣ Bag of words (average embeddings)

‣ Positional encoding: multiply each word by a 
vector capturing position in sentence
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bAbI
‣ Evaluation on 20 tasks proposed as building blocks for building “AI-

complete” systems

‣ Various levels of difficulty, exhibit different linguistic phenomena

Weston et al. (2014)

‣ Small vocabulary, language isn’t truly “natural”
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‣ 3-hop memory network 
does pretty well, better 
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these types of examples
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Evaluation: Children’s Book Test
‣ Outperforms LSTMs 

substantially with 
the right supervision



Memory Network Takeaways

‣ Useful for cloze tasks where far-back context is necessary

‣ What can we do with more basic attention?

‣ Memory networks provide a way of attending to abstractions over the 
input



CNN/Daily Mail: Attentive Reader
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Hermann et al. (2015), Chen et al. (2016)

‣ Single-document, (usually) single-
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CNN/Daily Mail

Hermann et al. (2015), Chen et al. (2016)

‣ Single-document, (usually) single-
sentence cloze task

‣ Formed based on article 
summaries — information should 
mostly be present, makes it 
easier than Children’s Book Test

‣ Need to process the question, 
can’t just use LSTM LMs
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Hermann et al. (2015), Chen et al. (2016)

X visited England ||| Mary visited England

‣ LSTM reader: encode question, encode passage, predict entity

Mary



CNN/Daily Mail

Hermann et al. (2015), Chen et al. (2016)

X visited England ||| Mary visited England

‣ LSTM reader: encode question, encode passage, predict entity

‣ Can also use textual entailment-like models

X visited England

Mary visited England

Mary

Multiclass classification 
problem over entities 
in the document

Mary
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Hermann et al. (2015)

‣ Attentive reader: 
u = encode query 
s = encode sentence 
r = attention(u -> s) 
prediction = f(candidate, u, r)



CNN/Daily Mail

Hermann et al. (2015)

‣ Attentive reader: 
u = encode query 
s = encode sentence 
r = attention(u -> s) 
prediction = f(candidate, u, r)

‣ Uses fixed-size 
representations for the 
final prediction, multiclass 
classification



CNN/Daily Mail

‣ Chen et al (2016): small 
changes to the attentive 
reader

Stanford Attentive Reader    76.2   76.5   79.5     78.7

Hermann et al. (2015), Chen et al. (2016)



CNN/Daily Mail

‣ Chen et al (2016): small 
changes to the attentive 
reader

Stanford Attentive Reader    76.2   76.5   79.5     78.7

‣ Additional analysis of the 
task found that many of 
the remaining questions 
were unanswerable or 
extremely difficult

Hermann et al. (2015), Chen et al. (2016)



SQuAD: Bidirectional Attention Flow



SQuAD
‣ Single-document, single-sentence question-answering task where the 

answer is always a substring of the passage

Rajpurkar et al. (2016)

‣ Predict start and end indices of the answer in the passage
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Rajpurkar et al. (2016)

first female recipient of the Nobel Prize .

START END



SQuAD
What was Marie Curie the first female recipient of?

Rajpurkar et al. (2016)

first female recipient of the Nobel Prize .

START END

‣ Like a tagging problem over the sentence (not multiclass classification), 
but we need some way of attending to the query
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Bidirectional Attention Flow
‣ Passage (context) and query are both encoded with BiLSTMs

‣ Context-to-query attention: compute softmax over columns of S, take 
weighted sum of u based on attention weights for each passage word

Seo et al. (2016)
passage H

query USij = hi · uj

↵ij = softmaxj(Sij) ‣ dist over query

ũi =
X

j

↵ijuj ‣ query “specialized” 
to the ith word



Bidirectional Attention Flow

Seo et al. (2016)



Bidirectional Attention Flow

Seo et al. (2016)

Each passage 
word now “knows 
about” the query



QA	with	BERT

Devlin	et	al.	(2019)

What	was	Marie	Curie	the	first	female	recipient	of	?	[SEP]	One	of	the	most	famous	people	born	in	Warsaw	was	Marie	…

‣ Predict	start	and	end	posi<ons	in	passage
‣ No	need	for	cross-a8en<on	mechanisms!



SQuAD	SOTA:	Fall	18

‣ nlnet,	QANet,	r-net	—	
dueling	super	complex	
systems	(much	more	than	
BiDAF…)

‣ BiDAF:	73	EM	/	81	F1



SQuAD	SOTA:	Spring	19

‣ Industry	contest

‣ SQuAD	2.0:	harder	dataset	
because	some	ques<ons	
are	unanswerable



TriviaQA

Joshi	et	al.	(2017)

‣ Totally	figuring	this	
out	is	very	challenging

‣ Coref: 
the	failed	campaign 
movie	of	the	same	name

‣ Lots	of	surface	clues:	
1961,	campaign,	etc.

‣ Systems	can	do	well	
without	really	
understanding	the	text



What	are	these	models	learning?

‣ “Who…”:	knows	to	look	for	people

‣ “Which	film…”:	can	iden<fy	movies	and	then	spot	keywords	that	
are	related	to	the	ques<on

‣ Unless	ques<ons	are	made	super	tricky	(target	closely-related	
en<<es	who	are	easily	confused),	they’re	usually	not	so	hard	to	
answer



Problems	in	QA



Adversarial	SQuAD
‣ SQuAD	ques;ons	are	oeen	easy:	“what	
was	she	the	recipient	of?”	passage:	“…
recipient	of	Nobel	Prize…”

Jia	and	Liang	(2017)



Adversarial	SQuAD

What	was	Marie	Curie	the	first	female	recipient	of	?	[SEP]	…	first	female	recipient	of	the	Nobel	Prize	…

‣ BERT	easily	learns	surface-level	correspondences	like	this	with	self-
a8en;on



Adversarial	SQuAD
‣ SQuAD	ques;ons	are	oeen	easy:	“what	
was	she	the	recipient	of?”	passage:	“…
recipient	of	Nobel	Prize…”

Jia	and	Liang	(2017)

‣ Can	we	make	them	harder	by	adding	a	
distractor	answer	in	a	very	similar	context?

‣ Take	ques;on,	modify	it	to	look	like	an	
answer	(but	it's	not),	then	append	it	to	the	
passage



Adversarial	SQuAD

Jia	and	Liang	(2017)

‣ Distractor	“looks”	
more	like	the	
ques;on	than	the	
right	answer	does,	
even	if	en;;es	are	
wrong



Weakness	to	Adversaries

Jia	and	Liang	(2017)

‣ Performance	of	basically	every	
model	drops	to	below	60%	(when	
the	model	doesn't	train	on	these)

‣ BERT	variants	also	weak	to	these	
kinds	of	adversaries

‣ Unlike	other	adversarial	models,	we	
don’t	need	to	customize	the	
adversary	to	the	model;	this	single	
sentence	breaks	every	SQuAD	
model



Universal	Adversarial	“Triggers”

Wallace	et	al.	(2019)

‣ Adding	“why	how	because	to	kill	american	people”	causes	SQuAD	models	
to	return	this	answer	10-50%	of	the	;me	when	given	a	“why"	ques;on

‣ Similar	a8acks	on	other	ques;on	types	like	“who”

‣ Similar	to	Jia	and	Liang,	but	instead	add	the	same	adversary	to	every	passage



How	to	fix	QA?
‣ Be8er	models?

‣ Be8er	datasets

‣ But	a	model	trained	on	weak	data	will	oeen	s;ll	be	weak	to	adversaries

‣ Training	on	Jia+Liang	adversaries	can	help,	but	there	are	plenty	of	other	
similar	a8acks	which	that	doesn't	solve

‣ 	Same	ques;ons	but	with	more	distractors	may	challenge	our	models

‣ Harder	QA	tasks
‣ Ask	ques;ons	which	cannot	be	answered	in	a	simple	way

‣ Next	up:	retrieval-based	QA	models

‣ Aeerwards:	mul=-hop	QA	and	other	QA	secngs



Retrieval	Models



Open-domain	QA

‣ SQuAD-style	QA	is	very	ar;ficial,	not	really	a	real	applica;on

‣ Real	QA	systems	should	be	able	to	handle	more	than	just	a	paragraph	of	
context	—	theore;cally	should	work	over	the	whole	web?

Q:	What	was	Marie	Curie	the	recipient	of?

Marie	Curie	was	awarded	the	Nobel	Prize	in	Chemistry	and	
the	Nobel	Prize	in	Physics…

Mother	Teresa	received	the	Nobel	Peace	Prize	in…

Curie	received	his	doctorate	in	March	1895…

Skłodowska	received	accolades	for	her	early	work…



Open-domain	QA

‣ SQuAD-style	QA	is	very	ar;ficial,	not	really	a	real	applica;on

‣ Real	QA	systems	should	be	able	to	handle	more	than	just	a	paragraph	of	
context	—	theore;cally	should	work	over	the	whole	web?

‣ QA	pipeline:	given	a	ques;on:
‣ Retrieve	some	documents	with	an	IR	system

‣ Zero	in	on	the	answer	in	those	documents	with	a	QA	model

‣ This	also	introduces	more	complex	distractors	(bad	answers)	and	should	
require	stronger	QA	systems



DrQA

Chen	et	al.	(2017)

‣ How	oeen	does	the	
retrieved	context	
contain	the	answer?	
(uses	Lucene)

‣ Full	retrieval	results	
using	a	QA	model	
trained	on	SQuAD:	task	
is	much	harder	



Retrieval	with	BERT

Lee	et	al.	(2019)

‣ Can	we	do	be8er	than	a	
simple	IR	system?

‣ Encode	the	query	with	BERT,	
pre-encode	all	paragraphs	with	
BERT,	query	is	basically	nearest	
neighbors



Problems

Lee	et	al.	(2019)

‣Many	SQuAD	ques;ons	are	not	suited	to	the	“open”	secng	because	
they’re	underspecified

‣ SQuAD	ques;ons	were	wri8en	by	people	looking	at	the	passage	—	
encourages	a	ques;on	structure	which	mimics	the	passage	and	doesn’t	
look	like	“real”	ques;ons

‣Where	did	the	Super	Bowl	take	place?

‣Which	player	on	the	Carolina	Panthers	was	named	MVP?



NaturalQues;ons

Kwiatkowski	et	al.	(2019)

‣ Ques;ons	arose	naturally,	unlike	SQuAD	ques;ons	which	were	wri8en	
by	people	looking	at	a	passage.	This	makes	them	much	harder

‣ Short	answer	F1s	<	60,	long	answer	F1s	<75

‣ Real	ques;ons	
from	Google,	
answerable	with	
Wikipedia

‣ Short	answers	
and	long	answers	
(snippets)



Mul;-Hop	Ques;on	Answering



Mul;-Hop	Ques;on	Answering

Welbl	et	al.	(2018),	Yang	et	al.	(2018)

‣ Very	few	SQuAD	ques;ons	require	actually	combining	mul;ple	

pieces	of	informa;on	—	this	is	an	important	capability	QA	

systems	should	have

‣ Several	datasets	test	mul=-hop	reasoning:	ability	to	answer	
ques;ons	that	draw	on	several	sentences	or	several	documents	

to	answer



WikiHop

Figure	from	Welbl	et	al.	(2018)

‣ Annotators	shown	Wikipedia	
and	asked	to	pose	a	simple	
ques;on	linking	two	en;;es	
that	require	a	third	(bridging)	
en;ty	to	associate

‣ A	model	shouldn’t	be	able	to	
answer	these	without	doing	some	
reasoning	about	the	intermediate	
en;ty



HotpotQA

Meet	Corliss	Archer	is	an	American	television	sitcom	that	aired	on	CBS	…

Ques%on:		What	government	posi=on	was	held	by	the	woman	who	portrayed		

Corliss	Archer	in	the	film	Kiss	and	Tell	?	

Shirley	Temple	Black	was	an	American	actress,	businesswoman,	and	singer	…

Kiss	and	Tell	is	a	comedy	film	in	which	17-year-old	Shirley	Temple	acts	as		

Corliss	Archer	.	

…

…

As	an	adult,	she	served	as	Chief	of	Protocol	of	the	United	States	D
oc
	1

D
oc
	2

Same	en;ty

D
oc
	3

Same	en;ty

Example	picked	from	HotpotQA	[Yang	et	al.,	2018]

‣Much	longer	and	more	convoluted	ques;ons



Mul;-hop	Reasoning

The	Oberoi	family	is	an	Indian	family	that	is	famous	for	its	involvement	
in	hotels,	namely	through	The	Oberoi	Group

Ques%on:		The	Oberoi	family	is	part	of	a	hotel	company	that	has	a	head	office	
in	what	city?

The	Oberoi	Group	is	a	hotel	company	with	its	head	office	in	Delhi.

…

…

D
oc
	1

D
oc
	2

Same	en;ty

Same	en;ty

Example	picked	from	HotpotQA	[Yang	et	al.,	2018]

This	is	an	idealized	version	of	mul;-hop	reasoning.	Do	models	need	to	do	this	to	
do	well	on	this	task?



Mul;-hop	Reasoning

The	Oberoi	family	is	an	Indian	family	that	is	famous	for	its	involvement	
in	hotels,	namely	through	The	Oberoi	Group

Ques%on:		The	Oberoi	family	is	part	of	a	hotel	company	that	has	a	head	office	
in	what	city?

The	Oberoi	Group	is	a	hotel	company	with	its	head	office	in	Delhi.

…

…

D
oc
	1

D
oc
	2

Example	picked	from	HotpotQA	(Yang	2018)

Model	can	ignore	the	bridging	en;ty	and	directly	predict	the	answer

High	lexical	overlap



Mul;-hop	Reasoning

Meet	Corliss	Archer	is	an	American	television	sitcom	that	aired	on	CBS	…

Ques%on:		What	government	posi=on	was	held	by	the	woman	who	portrayed		

Corliss	Archer	in	the	film	Kiss	and	Tell	?	

Shirley	Temple	Black	was	an	American	actress,	businesswoman,	and	singer	…

Kiss	and	Tell	is	a	comedy	film	in	which	17-year-old	Shirley	Temple	acts	as		

Corliss	Archer	.	

…

…

As	an	adult,	she	served	as	Chief	of	Protocol	of	the	United	States	D
oc
	1

D
oc
	2

Same	en;ty

D
oc
	3

Same	en;ty

No	simple	lexical	overlap.
…but	only	one	government	posi;on	appears	in	the	context!

Example	picked	from	HotpotQA	[Yang	et	al.,	2018]
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NoContextEn;ty-
GCN

CFC BAGMajority-
candidate

BiDAF

‣ SOTA	models	trained	on	this	may	be	
learning	ques;on-answer	
correspondences,	not	mul;-hop	
reasoning	as	adver;sed

More	than	half	of	ques;ons	
can	be	answered	without	
even	using	the	context!

state-of-the-artweak	baselines

Results	on	WikiHop

NoContextEn;ty-
GCN

CFC BAGMajority-
candidate

BiDAF

Chen	and	Durre8	(2019)



BiDAF++ QFE GRN DFGN Sentence	
Factored

F1
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35

70

50.8

69.769.068.1

58.7

A	simple	single	sentence	
reasoning	model	can	solve	
more	than	half	ques;ons	on	
HotpotQA.

Results	on	HotpotQA

BiDAF++ QFE GRN DFGN Sentence	
Factored

Chen	and	Durre8	(2019)



Other	Work

‣Min	et	al.	ACL	2019	“Composi;onal	Ques;ons	do	not	Necessitate	Mul;-
hop	Reasoning”

‣ Focuses	just	on	HotpotQA
‣ Addi;onally	tries	to	adversarially	harden	Hotpot	against	these	a8acks.	
Some	limited	success,	but	doesn't	solve	the	problem



New	Types	of	QA



DROP

Dua	et	al.	(2019)

‣ Ques;on	types:	subtrac;on,	comparison	(which	did	he	visit	first),	coun;ng	
and	sor;ng	(which	kicker	kicked	more	field	goals),		

‣ Invites	ad	hoc	solu;ons	(structure	the	model	around	predic;ng	differences	
between	numbers)

‣ One	thread	of	research:	let’s	build	QA	datasets	to	help	the	community	focus	
on	modeling	par;cular	things



Mul;QA

Talmor	and	Berant	(2019)

‣Maybe	we	should	just	look	at	lots	of	QA	datasets	instead?

‣ BERT	trained	on	SQuAD	gets	<40%	performance	on	any	other	QA	dataset

‣ Our	QA	models	are	pre8y	good	at	ficng	single	datasets	with	50k-100k	
examples,	but	s;ll	aren’t	learning	general	ques;on	answering

…



Narra;veQA

Kočiský	et	al.	(2017)

‣ Humans	see	a	summary	of	a	
book:	…Peter’s	former	girlfriend	
Dana	Barre`	has	had	a	son,	
Oscar…

‣ Ques;on:	How	is	Oscar	
related	to	Dana?

‣ Answering	these	ques;ons	from	
the	source	text	(not	summary)	
requires	complex	inferences	and	is	
extremely	challenging;	no	
progress	on	this	dataset	in	2	years



Takeaways

‣Models	can	oeen	work	well	for	one	QA	task	but	don’t	generalize

‣We	s;ll	don’t	have	(solvable)	QA	secngs	which	seem	to	require	really	
complex	reasoning	as	opposed	to	surface-level	pa8ern	recogni;on

‣ Lots	of	problems	with	current	QA	secngs,	lots	of	new	datasets


